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1. QP-DYN algorithms: general scheme 

The common denomination QP-DYN refers to a family of symmetric cryp­
tographic algorithms based on a single mathematical structure, but differing 
in a potentially infinite class of specific realizations. We will see in the fol­
lowing how this flexibility in the choice of the realization can be used to 
arbitrarily increase security. 

The construction of these algorithms is inspired to a special class of 
deterministic dynamical systems (Anosov systems) whose chaotic properties 
are well known in the mathematical literature (see [5]). 

The theoretical bases of QPK-DYN algorithms are in the theory of 
chaotic dynamical systems and are described in the paper [2] which devel­
ops the previous [1] in which the main idea of the method was applied to 
the construction of sequences of pseudo-random vectors .. 
This paper also explains why the transition from the pseudo-random gen­
eration method to the cryptographic algorithm is non trivial: the point is 
that almost all results on this class of dynamical systems (in particular the 
proof of the of the caoticity proprerties) are based on techniques of measure 
theory and therefore are valid up to sets of zero measure. On the other hand 
it can be proved that the set of rational numbers, which are the only ones 
computers can deal with, is in the excluded zero measure set. 

Therefore the standard mathematical theory cannot guarantee the re­
quired chaotic properties. More refined mathematical arguments (deal­
ing with the ergodic properties of periodic orbits, see discussion in [2]) 
can be of help, but this direction of the theory is much less developed 
than the standard one. For this reason the mathematical theory, even if 
providing a useful intuition of the direction to pursue, cannot guaran­
tee a priori satisfactory statistical properties of the generated sequences 
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and these have to be verified a posteriori using the standard batteries of 
statistical tests. 

Moreover a straightforward transposition of the pseudo-random gen­
eration program produces an easily breakable cryptographic protocol (for 
more details see section (8)). 
Therefore the simulation of the chaotic dynamic system must be integrated 
with tricks of specifically cryptographic nature. 

After the above mentioned proposal in [1], other authors have developed 
the idea to use the hyperbolic automorphism of tori (Anosov systems) for 
the generation of pseudo-random sequences (e.g. [12], [9], [4], [13], [11], 
[6]), however we have not found evidence, in the literature, of cryptographic 
applications of such algorithms. 

In the analogy with dynamical systems the secret key is the dynamical 
law and the potentially public part of the key (seed) is the initial state of the 
system. Given these data, the secret shared key (SSK) is easily constructed 
from the orbit of the system corresponding to the given initial state. 
The general idea of the algorithm can thus be summarized as follows: A 
(Alice) and B (Bob) share the (secret) dynamical law of a dynamical system 
whose state space is public. In order to produce an SSK they publicly 
exchange an initial state of the system and each of them constructs the 
SSK by applying a pubicly known procedure to the orbit. 

By increasing the complexity of the dynamical law one can increase the 
security beyond any limit, but also the constructive complexity of the sys­
tem increases and this decreases its speed. The balance between these two 
competitive requirements characterizes the good cryptographic algorithms. 

A posteriori one can recognize that, by appropriately choosing the state 
spce, any pseudo-random generator can be fitted into this scheme. Thus 
what makes the difference are the specific features of the state spce and of 
the dynamical law. 

The goal of every algorithm of the QP-DYN family is the following: 
given in input a text T of binary length IT E N U {oo}, produce a key of 
length equal to IT. 
Such algorithms are used in two situations: 
(i) the length of the text is known a priori: IT < 00 

(ii) the length of the text is not known a priori: IT = 00 

Case (i) is typical in storage applications, Case (ii) in streaming applica­
tions. 

The QP-DYN protocols are separated in three independent sub­
algorithms: 
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(I) Initialization algorithm 
(II) Secret shared key (SSK) generation algorithm 
(III) Codification and decodification algorithms (i.e. use of the SSK to 
exchange messages). 

The role of the initialization algorithms is to quickly loose memory of 
the public initial state (seed). This is equivalent to introduce a modification 
of the dynamical law in the first steps of the algorithm and can be done 
in a number of ways. The codification and decodification algorithms can 
be chosen arbitrarily however, since in the present case the SSK has the 
same length as the text and has very good statistical properties, while the 
potentially public part of the key can be changed for every text at zero cost, 
as codification/decodification algorithm it is sufficient to use the XOR of 
the SSK with the clear text in one time pad modality which, because of 
Shannon's theorem, is the one of maximum security. 

We will concentrate our attention on the core of the algorithm, i.e. the 
dynamical law which produces the SSK. 

All the specific protocols described in the following have been realized 
in software programs that have been tested in a variety of applications. 

The paper [8], based on part of of Markus Gabler's PhD thesis, discusses 
the results of a statistical analysis of the QP-DYN pseudo-random gener­
ators. This analysis has been repeated many times by several independent 
groups confirming the good statistical properties of these generators. 

The report [10] has been realized by the research group directed by 
Prof. Giuseppe Italiano of the Department of Computer science, Systems 
and Production, of the University of Rome Tor Vergata and compares the 
performances of the QP-DYN algorithms on cellular telephones with sev­
eral known suites of cryptographic algorithms realizing public key exchange 
(RSA, Diffie-Hellmann, Elliptic curves) and subsequent encoding/decoding 
(AES, RC5). 

The result is that the QP-DYN suite produces longer SSK in shorter 
times. 
The content of the present paper is the following: 
- section (2) describes the dynamical systems underlying the QP-DYN al­
gorithms 
- section (3) introduces the notion of key generating function (KGF) and 
describes how the secret key shared (SSK) is constructed from the orbits 
of the dynamical systems discussed in section (2) 
- section (4) explains why the dynamical systems described in section (2) 
are not adequate for cryptographic purposes and outlines the modifications 



4 

of the dynamical law introduced inm order to achieve this goal 
- section (5.1) describes the orbit jump function 
- section (6) describes the mechanism of machine truncation 
- section (7) introduces the use of multiple dynamical systems and explains 
how the KGF is modified in this framework 
- section (8) shows how the introduction of the cut function alone is suf­
ficient to increase enormously the complexity of attacks even to the single 
matrix algorithm 
- section (9) shows how the introduction of a second dynamical system 
changes qualitatively the situation with respect to possible attacks in the 
sense that the attacker now faces an indeterminate rather than a difficult 
problem. 

Finally let us notice that the full control on the mathematical structure, 
in particular the heavy use of modular multiplications, has a price in terms 
of speed of the algorithm (about 80 machine cycles per byte): this is quite 
fast for most purposes, but not enough to rank the present algorithm among 
the fastest presently available stream ciphers. 

A faster version (by a factor of about 8) ofthe QP-DYN algorithm (QP­
DYN-S) has been implemented in software and submitted to all the tests of 
the evaluation program of the Lausanne SASC Conference (13-14 February 
2008) (see [14]), available in the web page of the conference and consisting 
of 8 measures of speed and agility. 

We compared the performances of QP-DYN-S with the 8 finalist algo­
rithms in the software profile selected by the conference. The results of 
these tests proved that QP-DYN-S was among the most performing 4 fi­
nalist algorithms. No algorithm, among the 8 finalists (plus QP-DYN-S), 
turned out better than the other ones in all these 8 parameters. For ex­
ample our QP-DYN-S was about twice slower than the fastest one (10,25 
machine cycles per byte against 4,48) but better in agility (21,44 against 
29,50) and definitively faster than some popular algorithms, such as Salsa 
20. 
A detailed description of the P-DYN-S algorithm will be discussed else­
where. 

2. Dynamical systems underlying the QP-DYN algorithms 

The QPK-DYN cryptographic algorithms are realized using variations of 
the class of (discrete time) dynamical systems described in the present 
section. 
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A dynamical system of this class is determined by: 
(i1) a natural integer dEN, called dimension of the algorithm 
(i2) an invertible d x d matrix M with coefficients M[i, j] in the natural 
integers (we will write simply M E M (d; N)) representing the law of motion 

of the dynamical system 
(i3) a natural integer PEN, called module (typically it is a large prime 
number) 
Therefore a such dynamical system is determined by the triple: 

{d, M,p} (1) 

As usual we often identify a natural integer with the string of O's and 1 's 
defined from its binary expansion. We will use integers of m bits, typically 

m=32 

or m is a multiple of 32. Denoting 71,p the finite field with p elements, 
identified to the set of natural integers {O, 1, 2, ... ,p - I} , the state space 
of the dynamical system is by definition the vector space 71,~. The system 
is supposed to be reversible, i.e. denoting det(M): the determinant of the 
matrix M: 

det(M) i- 0 mod p 

Definition 2.1. The orbit of the vector Va E 71,~ is by definition the set 

O(M,va):= {va} U {Vi E 71,; Vi+l = MVi 1 ~ i EN} 

and Va is called the initial vector of the orbit. 

Since 71,~ contains exactly pd different vectors any orbit 0 is a finite set 
and therefore for each vector Va there exists TEN such that VT = Va. 

The smallest T with this property is called the period of Va. 

Since the dynamical system is deterministic and reversible, any vector 
in O(M, va) has the same period as Va and an orbit can intersect itself only 
if it comes back to the initial vector Va. 

3. From sequences of vectors to sequences of bits 

The orbits described in the previous section generate pseudo-random binary 
sequences of arbitrary length through the use of a sequence of key generating 

functions (KGF) 

nEN 
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As explained above we identify an integer with its binary expansion there­
fore each function "'n can be thought to transform n d-dimensional vectors 
with integer components into a single binary string. 

Each step of the algorithm produces a d-dimensional vector with integer 
components (more precisely in {O, 1, ... ,p - I}). Each of these numbers is 
represented in the basis 2 with b binary digits (typically b = 32). Therefore 
every step of the algorithm produces a string of d . b bit. Consequently, 
after n steps of the algorithm a string of n . d . b bit will be obtained. 

The sequence of key generating functions ("'n) uses these strings to 
produce iteratively the SSK as follows: 
starting from the initial vector Va at step 0, after n steps the algorithm 
either has halted or has produced the vectors Va, V1, ... ,Vn . 

The (n + 1 )-th step is the following. The algorithm: 

(i) compares "'n (V1' ... ,vn ) with IT 
(ii-a) stops if 

(ii-b) otherwise computes the (n + 1)-th vector 

V n +1 = MVn (mod p) 

(iii) computes the (n + 1 )-step key "'n+1 (V1' ... , vn+d 
(iv) goes to the next step. 

(2) 

(3) 

If the iteration is stopped at step N the pseudo-random sequence pro­
duced is "'N(Va, ... , VN). 

3.1. Recursive construction of the sequence (K,n) 

A computationally efficient way to construct the sequence ("'n) consists in 
computing recursively each "'n by fixing a function: 

"': Nd x N ----t N 

and defining the first step KGF "'1 : Nd ----t N by means of the prescription 

"'1 : x E Nd ----t "'l(X) := ",(x, 0) EN 

The sequence ("'n) is then defined inductively for n ~ 2 in the following 
way: 

"'n+1: (x,y) ENd x N ----t "'n+1(X,y):= ",(x, "'n(Y)) EN 

Definition 3.1. A function", : Nd X N ----t N that satisfies the condition 

",(x, n) ~ ",(0, n) := n (4) 
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will be called a binary d-dimensional KGF. 

Remark 3.1. There are many interesting classes of binary d-dimensional 
KGF which are computationally easy to handle. 

The choice of such functions can be used: 
(i) in order to create personalizations of the algorithm 
(ii) in order to increase its robustness by keeping secret such choices 
In the following section we will describe the choice made in the present 
implementation of the QP-DYN algorithm. 

3.2. KGF by left concatenation 

Definition 3.2. Given a function 
CXJ 

A : 1'1 --7 1'1 == U {O, l}m 
m=l 

the A-left concatenation function 

K,)., : 1'1d X 1'1 --7 1'1 

is defined by 

K,).,((nl, ... ,nd);n):= [A(nd), ... ,A(nd,n] 

where the right hand side denotes the binary string obtained by left con­
catenation of the binary strings A(nd), ... , A(nd, n in the given order. 

Remark 3.2. The A-left concatenation function K,)." defined by (5), de­
pends on the choice of the function A. 

The two choices that we have currently implemented are: 
(i) the random truncation: 
A(n) removes all the bits of n from the left up to the first 1 included (if the 
first 1 is not removed, then each component of a vector produces a string 
of bits whose left extreme is always 1, thus decreasing the chaoticity of the 
procedure) 
(ii) the deterministic truncation of order c: 
A(n) removes the first T bits of n from left, where T is a pre-defined number 
(this choice is more convenient in hardware implementations). 

Example 3.1. If the components of the vectors are b-bit numbers, then 
in case (ii) each component produces b - T bits so that n vectors produce 
a string of (b - T)dn bits. 
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4. Modifications of the dynamical law 

The cryptographic robustness of the SSK, constructed in section (3) above, 
is based on the fact that the reconstruction of the dynamical law of a 
complex deterministic system from its orbits, is a very difficult problem 
even if these orbits are relatively simple. 
For example the reconstruction of the gravitational law from the elliptic 
orbits of the planets in the solar system has requided nearly one century of 
hard work of the best mathematicians, physicists and astronomers. 

If the reconstruction of the dynamical law of the system from its orbits 
is easy, then the cryptographic scheme outlined in the previous sections 
is weak under clear text attacks in the sense that, if an attacker E can 
obtain a pair of the form (clear text , encrypted text) then she can easily 
reconstruct the secret key. 

The dynamical system described in section (2) has two main defects: 
(i) it is not enough chaotic, i.e. does not pass some statistical tests 
(ii) it is not enough complex, i.e. the matrix M can be easily reconstructed 
once one knows a segment of orbit including a number of vectors of order 
d (this attack is described in the first lines of section (8)). 

The reason of this weakness is the linearity of the dynamical law de­
scribed in section (2). One can remedy to these drawbacks by introducing 
additional nonlinearities which are strong enough to destroy any attempt to 
reconstruct, in an efficient way, the dynamical law from an arbitrary num­
ber of its orbits, but simple enough to implement, in order not to reduce 
the speed of the algorithm. 

The additional operations, introduced to hide the initial algebraic struc­
ture of the dynamical law are the following: 
(i) the cut (already described at the end of section (3.2)) 
(ii) the jump of orbit (see section (5)) 
(iii) the machine truncation (see section (6)) 
(iv) the XOR with another sequence produced by another dynamical system 
(see section (7)) 

Section (7.1) is dedicated to estimate how much part of the algebraic 
structure can be recovered after the single operation of cut and at which 
computational cost. 
The estimate is done in the case of fixed cut. In the case of random cut, 
corresponding to the currently implemented software version of the algo­
rithm the complexity grows. 
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5. Orbit jump function 

We have already seen that, since all operations are taken modulo p, the 
space of the possible vectors contains a finite number of points, hence every 
orbit of every dynamical system is periodic and this can create problems 
even with simple statisical tests. 
It is usually assumed that a desirable condition for good cryptographic se­
quences is to have good statistical properties, i.e. to be able to pass some 
strongly demanding batteries of statistical tests (see however the consider­
ations in [16] which show that this dogma has to to be taken with great 
caution). In order to achieve such a good statistical behavior it is necessary 
to make so that the periods of such orbits are at least very long (which is 
a necessary but not sufficient condition for chaoticity). 

To achieve this goal the original dynamical system is modified as follows. 
The algorithm confronts, at every step, the last vector produced, say V n , 

with the initial vector of the orbit Va (since the system is reversible only Va 

has to be memorized). If the two coincide, Vn is replaced by J(vn-d where 
J : Nd --+ Nd is a function, called jump function. 

This is equivalent to begin a new orbit from the vector J(vn-d, that 
therefore becomes the new initial point. Thus the protocol described in 
section (3) becomes modified as follows: 
(ii-c) after step (3) the algorithm verifies if 

(ii-d) if this happens, goes to step (iii) 
(ii-e) if (6) does not hold, defines 

Vn+l := J(vn) 

and then goes to step (iii). 

(6) 

(7) 

It is clear from the above description that the role of the jump function 
J is to prevent, as long as possible, the occurrence of a periodic orbit, 
improving in this way the chaoticity of the generated sequences. 

Clearly this empirical prescription is not sufficient to guarantee the ab­
sence of short periods, in fact it is not difficult to build examples of systems 
that, even in presence of a jump function, are locked for ever in two short 

orbits. 
It is however an empirical fact that, with the introduction of a jump 

function, the occurrence of periodical orbits becomes very rare: in fact 
after several years of trials and millions of terabytes produced, such an 

occurrence has never shown up. 
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5.1. A choice of the orbit jump function 

It is clear that the jump function is largely arbitrary and its inclusion into 
the secret parameters of the algorithm improves its security. 

The algorithm actually implemented uses the following orbit jump func­
tion 

J: v E Z~ --> (2 0· .. 0) (0) 01 . .. ° 1 
. '. . v+ . .. . . . .. '. . 
00··· 1 1 

(8) 

6. Machine truncation 

The fact that usual machines deal with numbers with a pre-definite number 
of bits, say m, can be exploited to introduce an additional nonlinearity 
which increases the randomness of the system. 

Let m be the number of binary digits (precision) available for the com­
putation and let the modulus p be chosen so to satisfy 

2m ~ 2P 

Suppose that the entries of the secret key matrix M are not taken modulo 
p but are large enough (the more of them have m or m - 1 bits the better) 
so that, when one constructs the orbit, the summation occurring in the 
matrix-vector product, may lead to vectors whose components exceed 2m 
bits. When this happens the machine truncates the result to m bits , before 
computing the modulo p, according to the scheme: 

[ (~M'[i, k]· V[k]) mod 22m 1 mod p 

7. Use of multiple dynamical systems 

An additional nonlinearity to the dynamics described in section (2) can be 
introduced by replicating the original procedure. 

Two possible choices to achieve this goal are: 
(i) to introduce a new dynamical law M' leaving the environment, i.e. the 
field Zp, unaltered 
(ii) to introduce a new environment Zp" leaving the dynamical law M 
unaltered. 

Both choices lead to different dynamical systems, i.e. to different orbits. 
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Since the choice (ii) has the computational advantage that, at each step 
of the iteration, one saves a matrix-vector multiplication, we have imple­
mented this choice. In what follows we will illustrate this implementation. 

7.1. The 2 prime protocol 

Given a text T of length IT we consider two dynamical systems 

{d,M,p',va'''''n,J} 

with: 
(il) the same dimension dEN 
(i2) the same dynamical law M E M(d; N) 
(i3) the same initial vector Va E Nd 

(i4) the same orbit jump function J : Nd ---+ Nd , given by (8) 
(i5) the same key generating functions (KGF) ""n : Ndn ---+ N (n E N) 
(i6) different moduli pi, p" E N (prime numbers). 

(9) 

One then executes the algorithm described in section (3) with the only 
difference that step (iii) (computation of the (n + 1 )-step key) is replaced 
by the following two steps: 
«iii)-2syst-a) having produced, without any cut , the two (n + I)-step 
keys 

(remember that, in the present implementation, the KGF ""n are the same) 
the algorithm computes 

(10) 

where, for any two binary strings x, y, x EB y denotes the string x XOR y 
and if necessary the two strings are made of the same length by adding 
zeros on the left. 
(v-2syst-b) then removes from the bits of (10) all the leading O's and the 
first leading 1 (or, in the case of fixed cut, the first T bits from left). 

The result is the (n + I)- step key of the modified algorithm: 

- - ( I ') ""n+l Vl , .. · ,Vn+l; Vl, .. ·,vn+ l 

The stopping rule is the same as in section (3). 

Remark 7.1. 
It may happen that the string (10) has some leading bits equal to zero be­
cause, depending on the choice of the initial vector, the modulo operations 
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with pi and p" may enter the game only after a certain number of orbit 
steps: in these steps the vectors produced by the two systems are identical. 

Therefore an initial part of the resulting sequence should not be con­
sidered: the length of the omitted part is a parameter (which can even 
be public with no harm for the security of the algorithm) included in the 
initialization procedure. 

8. Attacks to the 1-matrix algorithm 

The robustness analysis that follows has been developed in the worst pos­
sible hypotheses for the defender. That is: 
- it is only considered the case of a single dynamical system (thus excluding 
the most important security factor) 
- the machine cut is excluded 
- the jump function is excluded 
- one supposes that the only secret key is the matrix M 
while the following information are considered public: 
- the prime number p (module), 
- the dimension d, 
- the initial data initial Vo, 

- the KGF sequence (h:n ): left concatenation without permutations 
Furthermore: 

- the bit cut (see the end of section (3.2)) is considered fixed and public. 
- the most favorable case for the attacker E is considered, i.e.: the clear 
text attack, in which the both original text T and the encrypted text are 
known to the attacker. 

Clearly the degree of security grows if, as it is always possible, some of 
these informations are part of the secret key shared a priori. 

The fact that, even under these extreme conditions, the breaking com­
plexity of the algorithm can be very high helps to guess why up to now 
it has not been possible to find, even at theoretical level, attacks to the 
2-matrix version of the algorithm. 

Suppose that: 
(i) E knows d + 1 consecutive (column) vectors of the orbit starting from 

some lEN: {VI,VI+l,'" ,Vl+d} 

(ii) the first d among these vectors are linearly independent 
and define the following (column) matrices: 

v = (VI,'" ,Vl+d-l) E M(d;N) Vi = (Vl+l,'" ,V/+d ) E M(d; N) 
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then MV = V' and this allows to obtain the secret key M = V ,- 1 hence 
to break the algorithm. 

However , since E only knows a binary string her problem is to recover 
from it the components of the vectors VI+i. This means that E has to 
discover which bit is the first bit of the first component of VI. Once she has 
this information, since she knows from the public structure of the algorithm 
that the bits are generated from the vectors by left concatenation without 
permutations and that the cut is constant and equal to T, E can determine 
each component of each of the vectors {VI+l, ... ,vI+d up to an ambiguity 
of T bits per component. 

This implies 2T possibilities for component and therefore 2dT possibilities 
per vector. 

Since E needs d + 1 vectors, she has to choose among 2d(d+ 1)T possibil­
ities. 

For example, if d = 10 (a dimension that an usual personal computer 
can manage without any difficulty), then d(d + 1) = 110. 

Supposing, in order to further facilitate E's task, that T = 2, we see 
that E has to choose among 2220 possibilities. 

For each of these choices E must carry out one inversion and one multi­
plication of matrices of order 10 (each of these operations requires an order 
of 103 mUltiplications). 

Finally notice that an increment of d or T, e.g. 15 instead of 10 or 3 
instead of 2, increases the construction complexity of the orbit by a factor 
that is at most quadratic in the increment, while the complexity of attack 
increases exponentially. 

9. Attacks to the 2-matrix algorithm 

The attacks described in section (8) cannot be applied to the 2- matrix 
algorithm because in this case E can only recover the sequence 

(where EB denotes the XOR operation) and it is impossible to know if, 
in this sequence, a 1 has been obtained from the combination of a 0 
in "'N(Vl , . .. ,VN) (SSK of the first dynamical system) and of a 1 in 
'" N ( v~ , ... , v~) (SSK of the second dynamical system), or vice-versa. Sim­
ilarly it is impossible to know if a 0 from two O's or two l's. 

In other words, and this is one of the main ideas of the new algorithm, 
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E is not facing a difficult problem, but an indeterminate one, namely: 
given a sum of two elements in a ring, reconstruct the value of the addends. 

Since, fixing arbitrarily one of the two elements, the knowledge of the 
sum determines the other one uniquely and since, given the information 
available to E, all the elements of the ring are equiprobable, it follows that 
the ambiguity is of the same order of the number of elements of the ring. 
In our case this means that, for every component of every vector, E has an 
ambiguity, of order p. For each vector the ambiguity will be therefore of 
order pd and, for d + 1 vectors, of order pd(d+l). 

Finally the simultaneous use of the three different fields, i.e. Zp" Zp'" Z2 
(where the last one refers to the XOR operation), makes an algebraic attack, 
even at the statistical level, practically impossible. 
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